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Tiffs project was awarded for understanding tile problem and developing a plata for Data Mining tools for

use in designing aad implementing an Engine Condition Monitoring System. From the total budget of

$5,000, Tricia Erhat dt, a graduate student ill the College of Engineering was hired during this time. The

remaining moncy ,.','as spent on travel to NASA Lewis Research Center, Cleveland to discuss the problem

and issues rclated to Engine Condition Monitoring System.

Tricia and I studied the problem domain for developing an Etlgine ('ondi(ion Monitoring systcm using tile

sparse and ram-standardized datascts to be available throt,gh a cons,,rtium at NASA Lewis Research

Center. We visited NASA three times to discuss additional issues related to datasct which was not made

available to us. We discussed and developed a general framework uf data mining and optimizatio_a tools to

extract useful information from sparse and non-standard datascts. These discussions lead to the training of

Tricia Erhardt to develop Gez)ctic Algorithm based search programs which were written in C++ and used to

demonstrate the capability of GA algorithm in searching an optimal solution in noisy datasets. From the

study and discussion with NASA LeRC pcrsonnel, we then prepared a proposal, which is being submitted

to NASA for future wotk for the development of data mining algorithms for engine conditioaal monitoring.

The proposed set of algorithm uses wavelet processing for creating multi-resolutioq pyramid of the data for

GA based multi-resolution optimal search.

Wavelet processing is proposed to create a coarse resolution representation of data providing two

advantages in GA based search:

1o

2.

We will have less data to begin with to make search sub-spaces.

It will have robustness against the noise because at every level of wavelet based decomposition, we

will be decomposing the signal into low pass and high pass filters. With multi-lcvcl decomposition, not

only the data will be rcduccd through LLL component (see below), it will creatc several band-pass





filtercharacteristicstluoughIt, LH,andLLII c,,,mponents.Theband-passfiltercomponentscanbe

usedtodefinespecificeventsforsignalcharacterizationsuchatransientofasl_ecilicfrequencywitha
temporallocalization.Thisshouldbenotcdthatevenif theactualdatasetisnotsparse,theinformatio'J
intheband-passfiltercomponentswillbequitcsparse.Thismeansthatthedatawillnotbcdistributed
uniformlyovertheentiretcmporalspace.

ThethreelevelsofdecompositionwouldI-I,Ltl, LLI-I,andLLL versionsofthesignal.(Lmeansthesignal
passedthroughlow-passfilter,Hmeansthesignalpassedthroughhigh-passfilter;l-lj ishighpassfilterand
H0is lowpassfilter).
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Usingtheselectivethresh_Idingschemes,_mecanremovethenoisefromtheband-passfiltercomponents
andusereconstructionfilters(GoandG1)tobringdatabacktotheoriginalreselution.Theadvantageisthat
thereconstructeddatawillhavelessornonoisecomparedtotheoriginaldata.

Reconstruction

LLL

Now the question is how are we going to process the data. Each el_gine sensor data is I-D temporal

sequence which will be processed through wavelet decomposition to create different versions of the signal,

e.g., LLL (number of samples at'e one-eighth). At the third level of dccomposition, we also have I.l .ll as

band-pass component.





Wenowcreatethemulti-dimensionalsearchspacewithtiledataobtainedattilethirdlevelof

decomposition(justforthesakeofexample,retiredecompositionlevelscouldbeusedformoredata
reduction).If wearesearchingusingtheGA.Wcneedtostartaseedsolutionof noutofmdimcnsions,
wherenis theselectednumberofvariablesbytheGAorseedsolution,andmisthetotalnumberof
variablespresentill thedatabase.Fordiscoveringacorrelation/eventintheselectedsearchspace,weneed
toclusterthedatausingfuzzyclusteringalgorithmandlabelit inthecontextoftheevent.Tododata
mining,onehastohaveanevaluationfunctiontodiscovercorrelatedevcntsorpatternsinthesubspace

providedbytheGAsearchalgorithm.Thus,wecanclustersinthedataspaceaccordingtotheclassesor
events.TheseclustersareusedtocomputecorrelationforIheevaluationfunction.Weproposetousefuzzy
radialbasisfunctionnetworktocomputethefitnessevahladonfunctioninGAalgorithm.Wecandothe
entiresearchintheoriginaldataattheacquiredresoluti(_ubutit willbeinefficientandnoisesensitive.

OncewestartsearchingonLLLcomponent,wecanapplyfuzzyclusteringapproachtoseewhichclusters
arerepresentingahomogeneousclass.Thispartoftilesub-spacedoesnotneedtoberesolvedanyfurther.
Thismeansthatonlyclusterswithheterogeneity(havingmorethanoneclass)needstobercsolvcdfurther
onthefinerresolutiondataobtainedthroughreconstructionfilters.Ill otherwords,wecaneasilym:_pthe

subspaceinthefinerresolutionversionof thedata(obtainedthroughreconstluctionfilters)whichneedsto
besearchedfurther.

Intheimplementation,theseedsolutionandtheinitialclustersfortilepotentialsolutitmisprovidedbythc
GAinitiatorsearchmodule.1'hatmeans,theclusterswillberesolveduntilaspecil]ed,lecompositionlevel.

Thisisnecessarytom:_kethesearchefficientbynotreachingtotheoriginallesolutionlcvcluntiltheentire
searchspaceisprocessed.Forexample,theabove-describedmethodisusedonthedatsetprovidedbyLLL,

LLH and LL, and LH. Once the solution is found at the LL level, the solution is projected over the L, H

levels and then the original resolution by the GA search verifier module, which verifies that the solution is

still valid. This check of validity and verification depends on the type of problem and its specifications. The

specific details will be designed and implemented following the discussion and understanding of the

statistical nature of the datasets.




